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Executive Summary

The field of AI governance is fast-moving and complex. We are witnessing a general 
shift from soft law declarations and principles on AI towards more concrete and rule 
based commitments including binding national and regional regulations. Yet, many 
key debates about how best to regulate AI remain unresolved. Fundamental issues, 
including definitions of AI and how to assess, manage and classify risk, continue to 
divide policy actors. Agreement about high-level values and ethical principles has 
not translated into agreement about how markets should be governed. Alternative 
regulatory models are now beginning to emerge, with potentially far-reaching 
implications for global trade. From an AI assurance perspective, countries are at 
very different levels of ecosystem maturity. Building knowledge and capacity for AI 
assurance will be vital in shifting AI governance from principles to practice. 
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1. Introduction 

It has been a significant year for AI governance and assurance. Initiatives including 
legislation, standards, and other policy instruments continue to gain traction not 
just in the EU – which has proposed specific legislation regulating the development 
and use of AI – but across the globe. From regulating the use of AI in the public 
sector to establishing new strategic international partnerships, there are plenty of 
examples to suggest governments and many other actors are taking an active lead in 
shaping the development, supply and application of AI technologies. 
 
If we were to cast our eyes back by just five years, the AI policy landscape was then 
only beginning to emerge. From around 2017,  governments began adopting national 
AI strategies which primarily set out how they would seek to promote industrial 
competitiveness and investment in AI research in innovation. This was then followed 
by the publication of sets of non-binding ethical principles on AI by various public 
and private entities. These efforts culminated last year in the landmark adoption of 
the UNESCO Recommendation on the Ethics of Artificial Intelligence. One aim of 
this report is to track how far we have moved from such strategies and principles 
towards more concrete implementation and examples of best practice.

This report adds to existing AI policy resources, such as the OECD AI Policy 
Observatory, which gathers examples of policy instruments and initiatives 
within specific country contexts. Other AI governance resources, metrics and 
rankings include:

• The Global AI Index, produced by Tortoise, which scores and ranks countries 
based on their level of investment, innovation and implementation of 
artificial intelligence. Its methodology is publicly available. 

• The Government AI Readiness Index, produced by Oxford Insights, which 
measures how ready governments are to implement AI in the delivery of 
public services to their citizens. 

• AI and Democratic Values Index, produced by the Centre for AI and Digital 
Policy which ranks countries based on alignment with democratic values. 

AI Governance and Assurance Global Trends has three main aims: 
 
• To present a current snapshot of the most important global trends in AI 

policy and governance.

• To offer closer examination and comparison of developments in a selection 
of regions and countries across the globe. 

• To move beyond analysis of formal instruments and documents towards 
an understanding of what they mean in practice, particularly from an AI 
assurance perspective.

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://cifar.ca/ai/
https://cifar.ca/ai/
https://hdsr.mitpress.mit.edu/pub/l0jsh9d1/release/8
https://unesdoc.unesco.org/ark:/48223/pf0000381137_eng
https://oecd.ai/en/
https://oecd.ai/en/
https://www.tortoisemedia.com/intelligence/global-ai/
https://www.tortoisemedia.com/wp-content/uploads/sites/3/2021/12/Global-AI-Index-Methodology-3.0-211201-v2.pdf
https://static1.squarespace.com/static/58b2e92c1e5b6c828058484e/t/61ead0752e7529590e98d35f/1642778757117/Government_AI_Readiness_21.pdf
https://www.caidp.org/reports/aidv-2021/
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As the adoption of AI technologies has become more widespread, major 
concerns about potentially harmful effects of their use have continued to 
arise. These include safety issues, misuses of public power, violations of 
people’s rights, effects on the labour market, as well as unforeseen risks. While 
governments recognise the social and economic benefits that AI adoption can 
bring about, there is a growing consensus that realising the potential value of 
AI will require the people and businesses who develop, deploy and use these 
technologies to be able to trust that the systems they use are safe, effective and 
fair. To give effect to AI related instruments, including statements of principles 
and more formal regulations, there is a need to build greater capacity and 
expertise in AI assurance.  

Whilst this report establishes a clear account of trends in AI governance in 
2022, there are three important considerations to bear in mind: 

1. AI governance is multi-layered. New rules, norms and practices are being 
established at all levels of government, from the municipal level to the 
international and supranational levels, and in multistakeholder forums. 
AI governance spans both the public and private sectors, and civil society. 
Rather than seeing developments entirely in isolation, we must then also 
analyse their interaction. 

2. AI policy and governance needs to be looked at in the round. AI is not a 
standalone domain but is made up of various intersecting policy arenas 
and domains. These include, for example, data governance, competition 
law, research and innovation policy, and security. AI is now a preoccupation 
of almost every area of policy action.

3. The current AI governance landscape is unfolding rapidly and is likely to 
continue to be in flux for several years to come as technologies develop 
and the first wave of governance models are put to the test.

What is AI governance?

We use the term AI governance to refer not just to 
how organisations manage their own development, 
supply and use of AI, but to the broader legal and 
policy environments which shape AI in practice. AI 
governance encompasses legal and policy instruments, 
intergovernmental cooperation in addition to relevant 
institutional architecture. 
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In the second part of the report, we take a more detailed look at developments 
in AI policy and governance and in select countries and regions. Rather than 
aiming to provide an extensive survey of practices, we will give illustrative 
examples of how different countries are responding to the promises and 
challenges posed by AI. Countries have been selected based on factors 
including the pace of AI governance and policy developments, the size and 
significance of markets in AI related products and services, and their strategic 
importance in shaping the global governance of AI.  
 
The report will provide insight to policymakers, businesses, and other actors 
seeking to understand the key trends shaping the governance and assurance 
of AI in 2022. 

What is AI assurance?

We use the term AI governance to refer not just to 
how organisations manage their own development, 
supply and use of AI, but to the broader legal and 
policy environments which shape AI in practice. AI 
governance encompasses legal and policy instruments, 
intergovernmental cooperation in addition to relevant 
institutional architecture. 
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2. Global Development at 
a Glance 

Throughout the past year, we have seen significant action and collaboration on AI 
across several global forums. Although much attention has centred on developments 
in Europe and the negotiation of the EU AI Act, we should be paying close attention 
to what is happening in other global and intergovernmental forums. Whilst there 
has so far been no formal proposal for a binding global instrument to govern AI, 
current developments in the Council of Europe (see below) have the potential to 
bring about a binding legal framework on the design, development and application 
of AI to which countries outside of Europe would be able to accede.  
 

 The United Nations
 
We are now almost one year on from the landmark adoption of the UNESCO 
Recommendation on the Ethics of Artificial Intelligence signed by 193 member 
countries. The Recommendation is a non-binding standard setting instrument 
with a broad scope, covering 11 areas of policy action. These include suggestions 
about how states might conduct ethical impact assessments and factors they 
should consider when developing and amending relevant laws. Along with these 
recommendations to signatory states, UNESCO proposes to establish monitoring 
and evaluation tools to support implementation. Most commentators would agree 
that it is too soon to fully evaluate the implementation of the Recommendation and, 
at the time of writing, no robust studies tracking progress exist. UNESCO has not 
yet published its proposed Ethical Impact Assessment or Readiness Assessment 
Methodology. These will be important tools to move from agreements and principles 
towards effective implementation and oversight. 
 
In the field of human rights protection, the work of the Office of the United Nations 
High Commissioner for Human Rights (OHCHR) is also relevant to AI. The impact 
of AI use and adoption on human rights has been addressed in OHCHR reports, 
including a report presented to the UN Human Rights Council in July 2022 on the 
application of the Guiding Principles on Business and Human Rights to the activities 
of technology companies. 

Other UN initiatives include AI for Good – a year-round summit organised in 
partnership with 40 UN sister agencies, led by the International Telecommunications 
Union (ITU). The ITU also publishes annual summary reports which map out AI 
related activities across the UN system. 

https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
https://reliefweb.int/report/world/practical-application-guiding-principles-business-and-human-rights-activities-technology-companies-report-office-united-nations-high-commissioner-human-rights-ahrc5056-enarruzh
https://www.ohchr.org/sites/default/files/documents/publications/guidingprinciplesbusinesshr_en.pdf
https://aiforgood.itu.int/
https://www.itu.int/dms_pub/itu-s/opb/gen/S-GEN-UNACT-2021-PDF-E.pdf
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AI also looms large in the field of Peace and Security. The rapid proliferation of lethal 
autonomous weapons systems (LAWS) has led to calls for new global rules on the 
military development and deployment of AI. 

The Organisation for Economic 
Cooperation and Development (OECD)
 
The OECD is a key intergovernmental organisation shaping the AI policy landscape. 
The OECD’s Principles on Artificial Intelligence were the first intergovernmental 
standards on AI, and were adopted by 42 countries in 2019. Current OECD activities 
related to AI centre on measuring and analysing the economic and social impacts 
of AI technologies and applications and engaging with governments and other 
stakeholders to identify good practices for AI related public policy. The most 
significant deliverable from this year was the publication of the OECD Framework 
for the Classification of AI Systems. This is a tool intended to enable policy makers 
to classify different types of applied AI systems and to distinguish AI applications 
according to their potential impact on individuals, society and the planet. The 
extent to which this framework will influence subsequent developments or be taken 
up by interested actors is not yet clear. 
 

Global Partnership on AI (GPAI)
 
Global Partnership on AI (GPAI) has in 2022 continued its work as a multistakeholder 
initiative for sharing research and identifying key issues among AI practitioners. This 
is in line with its objective of facilitating international collaboration and promoting 
the adoption of trustworthy AI. Launched in 2020 as a G7 initiative, GPAI now has 25 
members and expert participants drawn from across science, industry, civil society, 
governments, international organisations and academia. The partnership is built 
around a shared commitment to the OECD Principles on Artificial Intelligence, 
and its secretariat is hosted by the OECD. Highlights from its work this year include 
the signing of an agreement with the Government of Singapore to support a 
project on Privacy Enhancing Technology (PET) undertaken by the experts of the 
Data Governance working group of GPAI. The work of the GPAI also includes the 
development of AI assurance resources. For example, by the end of 2022, the GPAI 
Working Group on Innovation and Commercialization aims to develop a readiness 
index for AI consumers and a quality assessment for AI solution providers. 

Standardisation 
 
In recent years, technical standards bodies have become a fundamental policy 
arena in the governance of AI. Standards development organisations (SDOs) such 
as the International Organization for Standardization (ISO) and the Institute 
of Electrical and Electronics Engineers (IEEE), and their regional counterparts, 
develop standards which cover test methods, codes of practice, guideline standards 
and management systems standards. A 2022 milestone in the AI standardisation 

https://www.cigionline.org/articles/ai-is-rapidly-transforming-warfare-new-rules-are-urgently-needed/
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://www.oecd-ilibrary.org/science-and-technology/oecd-framework-for-the-classification-of-ai-systems_cb6d9eca-en;jsessionid=mfAryWWuAFtd_3b7bwCeGnxAqKp2qO0i8vfotXQs.ip-10-240-5-154
https://www.oecd-ilibrary.org/science-and-technology/oecd-framework-for-the-classification-of-ai-systems_cb6d9eca-en;jsessionid=mfAryWWuAFtd_3b7bwCeGnxAqKp2qO0i8vfotXQs.ip-10-240-5-154
https://www.gpai.ai/
https://oecd.ai/en/ai-principles
https://www.imda.gov.sg/-/media/Imda/Files/News-and-Events/Media-Room/Media-Releases/2022/06/MOU-bet-IMDA-and-CEIMIA---ATxSG-1-Jun-2022.pdf
https://www.gpai.ai/projects/innovation-and-commercialization/broad-adoption-of-ai-by-smes/
https://single-market-economy.ec.europa.eu/single-market/european-standards/key-players-european-standardisation_en
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landscape was reached with the publication of the ISO/IEC 23053: 2022 Framework 
for Artificial Intelligence (AI) Systems Using Machine Learning (ML), a foundational 
standard which describes the system components and their functions in the 
AI ecosystem. 
 
Though standards are adopted on a mostly voluntary basis, a complex interplay 
between standardisation and regulation is emerging, most notably in the EU AI Act. 
The draft Act positions harmonised standards to be set by European Standardisation 
Organisations (ESOs) as a critical feature of the Act’s implementation. 
 
At the national and regional levels, many countries have sought to lay down 
standards strategies and to maintain or pursue leadership in AI standards. Evidence 
of increased cooperation in this arena can also be found in the work programme of 
the EU-US Trade & Technology Council which is working towards a transatlantic 
approach to AI risk management. China has continued to step up its efforts to 
participate in global technology standardisation. 
 
From an assurance perspective, standardisation work will become increasingly 
important over the coming years. As a report published jointly by The Brookings 
Institution and the Centre for European Policy Studies (CEPS) put it, the “exchange 
of good practices and ultimately a common—or at least a compatible—framework 
for AI auditing would eliminate significant barriers to the development of a truly 
international market for AI solutions.” 
 

International trade
 
Along with the activities of international organisations, international trade is a 
critical though often overlooked arena for AI policy and governance. As highlighted 
in an OECD policy paper on AI and trade policy released in April 2022, provisions 
related to AI are increasingly appearing in regional trade agreements (RTAs). These 
include, for example, binding commitments on data flows, privacy, and local storage 
requirements. It is rare for trade treaties to include AI-specific disciplines but some 
now specifically recognise the importance of AI governance and policy frameworks. 
In one such example, the UK-Singapore Digital Economy Agreement, reference is 
made to “principles and guidelines of relevant international bodies” and to risk-based 
approaches based on industry-led standards. As these examples indicate, states are 
beginning to foster consensus on AI regulatory governance issues through trade law. 
It should be noted, however, that this form of policy and regulatory coordination on 
AI remains open-ended and flexible with no binding commitments or prescriptions 
regarding harmonisation of regulatory models being made. Over the coming years, 
the interface between trade policy and AI regulation is undoubtedly set to become a 
more prominent – and contested – feature of global AI governance. 

https://www.iso.org/standard/74438.html
https://www.iso.org/standard/74438.html
https://oxil.uk/publications/2021-12-02-oxford-internet-institute-oxil-harmonising-ai/
https://www.gov.uk/government/news/new-uk-initiative-to-shape-global-standards-for-artificial-intelligence
https://www.digitaleurope.org/resources/the-eu-us-trade-technology-council-from-ambitious-work-plans-to-concrete-outcomes/
https://www.brookings.edu/research/strengthening-international-cooperation-on-ai/
https://www.brookings.edu/research/strengthening-international-cooperation-on-ai/
https://www.oecd-ilibrary.org/trade/artificial-intelligence-and-international-trade_13212d3e-en
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1060050/CS_Singapore_1.2002_UK_Singapore_Digital_Economy_Agreement.pdf
https://www.hinrichfoundation.com/research/wp/digital/regulating-artificial-intelligence-through-digital-trade-agreements/
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3. Regional Developments
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3.1 Africa 

Across the African continent, several governments, including those of Mauritius, 
Rwanda and Egypt, have now adopted comprehensive national AI strategies. These 
strategies tend to follow global trends, with content and scope covering topics 
such as building talent and capacity, infrastructure, and research. As detailed in 
UNESCO’s Artificial Intelligence Needs Assessment Survey In Africa, while there 
are promising signs of AI innovation and development, further legal and regulatory 
frameworks for AI governance need to be fostered. We should, however, be wary 
of any attempt to simply transpose AI policies, norms and regulatory frameworks 
principally developed in the Global North to African contexts. As Rachel Adams 
of Research ICT Africa put it in a report from May 2022: “the promotion of policy 
transfers or setting of standards developed elsewhere do not always fit and can fail to 
address the structural and infrastructural contexts of African countries.” 
 
Further progress has been made on AI capacity in 2022. In January, the African Union 
adopted its Data Policy Framework which, amongst other things, aims to promote 
digital policy harmonisation and improve intra-regional data flows. It recommends 
that member states: “cooperatively enable data to flow on the continent while 
safeguarding human rights, data protection, upholding security and ensuring 
equitable sharing of the benefits” in order to “take advantage of data-reliant 
technologies and services, including the capacity to govern data so that it benefits 
African countries and citizens and enables development.” It is widely hoped that 
the adoption of this framework will mark a major step forward in progress towards 
greater data sharing and AI-related trade, foreign investment, and innovation. 
Commentators have been quick to point out that this must be accompanied by 
increased regulatory capacity. A bespoke tool for measuring capacity and checklist 
for evaluation and monitoring is due to be completed at the end of 2022, which 
will in turn support efforts to leverage the Data Policy Framework and build AI 
readiness across the continent. Parallel to this initiative, and as research conducted 

https://ncb.govmu.org/ncb/strategicplans/MauritiusAIStrategy2018.pdf
https://thefuturesociety.org/2022/04/30/policies-ai-sustainable-development/
https://mcit.gov.eg/en/Publication/Publication_Summary/9283/
https://unesdoc.unesco.org/ark:/48223/pf0000375322
https://techinformed.com/africas-first-ai-centre-aims-to-pave-way-for-inclusive-fourth-industrial-revolution/
https://afripoli.org/ai-in-africa-key-concerns-and-policy-considerations-for-the-future-of-the-continent
https://au.int/sites/default/files/documents/42078-doc-AU-DATA-POLICY-FRAMEWORK-ENG1.pdf
https://cipesa.org/2022/06/leveraging-the-african-union-data-policy-framework-to-bolster-national-data-governance-practices/
https://researchictafrica.net/project/africa-data-policy-framework/
https://cdn.odi.org/media/documents/e-commerce_in_preferential_trade_agreements_report.pdf
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by ODI and the African Trade Policy Centre has shown, there is much scope for the 
African Continental Free Trade Area (AfCFTA) negotiations – scheduled to include 
a protocol on e-commerce – to strengthen cooperation on regional data sharing to 
support the development and adoption of AI. 

The African Union is also working on a continental strategy for AI, and the African 
Union High-Level Panel on Emerging Technologies (APET) hosted an expert 
workshop in Senegal in May 2022.
 

Nigeria 
Signalling its willingness to invest in AI R&D, the Nigerian government launched the 
country’s first AI and Robotics Centre in 2020. Recently, the government has sought 
to allay concerns that it is hostile towards its growing tech sector by approving a 
startup bill which aims to cultivate a new regulatory framework that allows emerging 
tech firms to thrive, with measures addressing issues such as infrastructure, access 
to capital and taxation. There have also been recent signs of Nigeria’s growing 
international cooperation on AI, including a partnership with India established 
in 2022.  
 
Nigeria is currently in the process of developing a national AI policy and the National 
Information Technology Development Agency (NITDA) has sought stakeholder 
input. Civil society groups have emphasised the need for the policy to respect human 
rights and to align with emerging international standards and norms on 
AI governance.
 

South Africa
 
South Africa is yet to adopt an AI strategy but the Presidential Commission on the 
Fourth Industrial Revolution (PC4IR) report and recommendations, released in 
2020, provide guidance on the fourth industrial revolution, including AI. Despite its 
lack of an AI strategy or any AI-specific regulations, South Africa tends to rank highly 
amongst African states in assessments of AI readiness, and according to Accenture, 
AI startups  in South Africa are beginning to show signs of progress. 
 
In a 2021 speech, Minister of Communications and Digital Technologies, 
Khumbudzo Ntshavheni, set out the government’s aspirations for AI across the 
continent, particularly in the Southern African Development Community. She 
argued that national policies and regulations should consider the following factors: 
 
• Data-centric approach linked to developmental agenda 

• Human-centred Technology development 

• AI for economic and growth prospects 

• Multistakeholder Approach centred

• Institutional Mechanisms located within Localised Agencies

https://www.nepad.org/news/african-union-artificial-intelligence-continental-strategy-africa
https://www.nepad.org/news/african-union-artificial-intelligence-continental-strategy-africa
https://paradigmhq.org/wp-content/uploads/2021/11/Towards-A-Rights-Respecting-Artificial-Intelligence-Policy-for-Nigeria.pdf
https://paradigmhq.org/wp-content/uploads/2021/11/Towards-A-Rights-Respecting-Artificial-Intelligence-Policy-for-Nigeria.pdf
https://www.connectingafrica.com/author.asp?section_id=761&doc_id=765789
https://www.accenture.com/_acnmedia/pdf-107/accenture-ai-south-africa-ready.pdf
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South Africa was instrumental in the AI for Africa Blueprint report, produced by 
Smart Africa – an alliance of African states committed to providing leadership 
in accelerating socio-economic development through ICT. Its other members 
are Rwanda, Kenya, Uganda, Mali, Gabon, and Burkina Faso. The Blueprint is a 
comprehensive framework and one of its aims is to help decision-makers to find 
a balance between creating an AI-enabling environment and meeting the ethical 
and legal governance challenges. It also calls for increased participation of African 
delegates in international and regional technical committees for 
AI-related standards. 
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3.2 Asia and Asia Pacific 

China
Examples of Chinese AI-related public policy measures go back several years. The 
2017 publication of A New Generation Artificial Intelligence Development Plan 
(AIDP) was a landmark in policymaking which set out a blueprint for the country’s 
approach to AI adoption for the period to 2030. As well as setting out plans for 
development and commercialisation of AI, the AIDP also outlines China’s desire 
for its public authorities, companies and academic institutions to be involved in 
actively formulating ethical norms and standards in the emerging global AI order. 
However, despite Chinese efforts to become an AI norm-shaper on the global 
stage, its influence is constrained by several factors. One limitation results from 
the tendency of what Lewin Schmitt describes as the “polycentric” global AI regime 
to gravitate towards the OECD – which China is not a member of. China is not 
included in many of the other multilateral settings such as the G7 and the Council of 
Europe. As Jing Cheng and Jinghan Zeng wrote recently in an article in the Journal 
of Contemporary China, the “liberal value based global governance architecture 
has restricted China’s potential in leading global AI governance in many aspects.” Its 
decidedly state-centric governance approach stands in contrast with the more civil 
society and private sector driven approaches seen in the West. 
 
At the domestic level, the pace of progress towards a more rules-based approach to 
AI governance has accelerated significantly. Key initiatives include: 
 
• The release of the Beijing Academy of Artificial Intelligence (BAAI)  Beijing 

AI Principles in 2019. 

• The publication of China’s Ministry of Science and Technology (MOST) 

https://www.newamerica.org/cybersecurity-initiative/digichina/blog/full-translation-chinas-new-generation-artificial-intelligence-development-plan-2017/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/full-translation-chinas-new-generation-artificial-intelligence-development-plan-2017/
https://link.springer.com/article/10.1007/s43681-021-00083-y
https://www.tandfonline.com/doi/pdf/10.1080/10670564.2022.2107391?needAccess=true
https://www.tandfonline.com/doi/pdf/10.1080/10670564.2022.2107391?needAccess=true
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-expert-group-offers-governance-principles-responsible-ai/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-expert-group-offers-governance-principles-responsible-ai/
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document outlining eight principles for AI governance and responsible AI 
in 2019. 

• The publication of the Internet Information Service Algorithmic 
Recommendation Management Provisions (2021).

• The joint publication in 2021 of a three-year plan by ministry-level regulators 
to establish a comprehensive governance framework for algorithms. 

•  Regional and local developments including Shenzhen’s AI regulation.

• The release of draft rules for internet recommendation algorithms by the 
Cyberspace Administration of China (CAC). According to Matt Sheehan of 
the Carnegie Endowment, compared to other bureaucratic actors active in 
AI governance, the CAC’s approach to AI governance is the most mature 
and rule-based.  

In the R&D space, China has continued to take a lead, with AI research outputs and 
citations now outnumbering US outputs. 

Singapore
Singapore boasts an ambitious national AI strategy which aims to make the country 
a global hub for the development, testing and deployment of AI. These ambitions are 
largely being realised. Google recently launched its third data centre in Singapore 
and entered into a Public-Private Partnership with the Smart Nation and Digital 
Government Group (SNDGG) which will enable cooperation on AI in sectors 
including finance, sustainability and healthcare. 
 
Earlier this year, the Personal Data Protection Commission (PDPC) launched AI 
Verify as a Minimum Viable Product. AI Verify is a testing framework and toolkit 
for AI governance which allows developers and owners to verify the claimed 
performance of their AI systems against a set of principles through standardised 
tests. This is a significant AI assurance mechanism which has already been tested 
by ten companies including AWS, Google and Microsoft. Current sector-specific 
guidelines include the Monetary Authority of Singapore’s (MAS) Methodologies for 
Responsible Use of AI by Financial Institutions. 
 
AI governance in Singapore is also being shaped by its trade partnerships, including 
the Australia-Singapore Digital Economy Agreement which includes provisions to 
promote cross-border data flows and cooperation on standardisation. The country 
is of particular strategic importance for its trading partners – particularly the US. 
This White House has this year affirmed its commitment to expanding its economic 
cooperation with Singapore, including through the US-Singapore Partnership for 
Growth and Innovation (PGI), which will include the development of “interoperable 
ethical Artificial Intelligence governance frameworks” and cooperation on advanced 
manufacturing. These moves can also be understood as part of a broader US strategy 
aimed at China.  

https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-expert-group-offers-governance-principles-responsible-ai/
https://www.newamerica.org/cybersecurity-initiative/digichina/blog/translation-chinese-expert-group-offers-governance-principles-responsible-ai/
https://www.simmons-simmons.com/en/publications/cl1g4emtx12a10a97ymrgu7rm/a-further-move-in-ai-regulation---china-enforces-new-rule
https://www.techtimes.com/articles/280209/20220907/shenzhen-looks-become-chinas-ai-hub-new-regulations-boost-industry.htm
https://carnegieendowment.org/2022/01/04/china-s-new-ai-governance-initiatives-shouldn-t-be-ignored-pub-86127
https://carnegieendowment.org/2022/01/04/china-s-new-ai-governance-initiatives-shouldn-t-be-ignored-pub-86127
https://cset.georgetown.edu/publication/counting-ai-research/
https://cset.georgetown.edu/publication/counting-ai-research/
https://www.computerweekly.com/news/252524096/Google-Cloud-and-Singapore-government-team-up-on-AI
https://www.pdpc.gov.sg/Help-and-Resources/2020/01/Model-AI-Governance-Framework
https://www.pdpc.gov.sg/Help-and-Resources/2020/01/Model-AI-Governance-Framework
https://www.mas.gov.sg/news/media-releases/2022/mas-led-industry-consortium-publishes-assessment-methodologies-for-responsible-use-of-ai-by-financial-institutions
https://www.mas.gov.sg/news/media-releases/2022/mas-led-industry-consortium-publishes-assessment-methodologies-for-responsible-use-of-ai-by-financial-institutions
https://www.dfat.gov.au/trade/services-and-digital-trade/australia-and-singapore-digital-economy-agreement
https://www.dfat.gov.au/sites/default/files/australia-singapore-digital-trade-standards-research-report.pdf
https://www.whitehouse.gov/briefing-room/statements-releases/2022/03/29/u-s-singapore-joint-leaders-statement/
https://www.whitehouse.gov/briefing-room/statements-releases/2022/03/29/u-s-singapore-joint-leaders-statement/
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Korea
Announced in 2019, Korea’s current National Strategy for AI consists of 100 
government-wide action tasks under nine strategies spanning three areas:

• AI ecosystem

• AI utilisation

• People-centred AI

Since then, a raft of AI policy initiatives have followed and Korea is now recognised 
as a leader in the field of trustworthy promotion and adoption of AI. Notably, in 2020, 
the Ministry of Science and ICT published National AI Ethical Standards. This was 
followed by the development of an Ethical Artificial Intelligence Self-Assessment 
Tool which stakeholders were consulted on earlier this year. 
 
The Korean state has long supported its ICT sector and has the advantage of 
strong digital infrastructure and industrial capabilities. Korea is investing heavily 
in Research and Development and AI education. Under its Digital New Deal, the 
government has launched a so-called Data Dam, which will enable the collection of 
data generated through public and private networks to be standardised, processed 
and used to build AI. 
  

Australia
 
The government of Australia published its Roadmap for AI back in November 2019, 
with the aim of helping to “develop a national AI capability to boost the productivity 
of Australian industry, create jobs and economic growth, and improve the quality of 
life for current and future generations.” The roadmap identified three potential areas 
of specialisation:
 
• Natural Resources and Environment

• Health, Ageing and Disability

• Cities, Towns and Infrastructure
 
This was accompanied by an Ethics Framework, and followed in March 2020 by 
the launch of Australia’s AI Standards Roadmap. Up until this year, the Australian 
government had not signalled a willingness to enact any AI-specific regulations. 
However, earlier in 2022, the Digital Technology Taskforce launched a consultation 
to feed into the creation of a Digital Age Policy Framework, which will provide 
principles, guidance and best practice to inform the development of future digital 
regulation. In its accompanying paper Positioning Australia as a leader in digital 
economy regulation, the taskforce stated that the “digital economy regulation will 
enhance public trust and confidence and ultimately facilitate the greater uptake 
of these technologies in the long-term.” Measures that have been proposed already 
include the creation of an AI Safety Commissioner which is strongly supported by 
the Australian Human Rights Commission. 

https://www.msit.go.kr/bbs/view.do?sCode=eng&mId=10&mPid=9&bbsSeqNo=46&nttSeqNo=9
https://blogs.worldbank.org/digital-development/harnessing-trustworthy-artificial-intelligence-lesson-korea
https://www.ohchr.org/sites/default/files/2022-03/RepublicofKorea.pdf
https://digital.go.kr/front/main/eng.do
msit.go.kr/eng/bbs/view.do
https://data61.csiro.au/en/Our-Research/Our-Work/AI-Roadmap
https://www.standards.org.au/getmedia/ede81912-55a2-4d8e-849f-9844993c3b9d/R_1515-An-Artificial-Intelligence-Standards-Roadmap-soft.pdf.aspx
https://www.pmc.gov.au/sites/default/files/automated-decision-making-ai-regulation-issues-paper.pdf
https://www.pmc.gov.au/sites/default/files/automated-decision-making-ai-regulation-issues-paper.pdf
https://www.theaustralian.com.au/business/technology/federal-government-urged-to-establish-a-commissioner-for-artificial-intelligence/news-story/01907c82c8da81ae45de65b40e29179a
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This year also saw important AI assurance developments in the Australian public 
sector with the New South Wales AI Assurance Framework coming into effect back 
in March. Similar in purpose and operation to Canada’s Directive on Automated 
Decision Making (see below), the NSW framework is designed to help agencies 
identify risks that may be associated with projects using AI.

https://www.digital.nsw.gov.au/policy/artificial-intelligence/nsw-ai-assurance-framework
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3.3 Europe and Central Asia 

The European Union 
 Over the past year, much discussion about how the development and use of AI should 
be governed has tended to foreground the EU AI Act. This is perhaps unsurprising 
given that the Act is the first ever attempt to create a legal framework to regulate 
AI spanning all sectors, and has the potential to influence global AI governance for 
years to come.

The legislative process for this instrument is complex, and a final text is unlikely to 
be agreed until later next year (2023). Significant disagreements persist, ranging 
from definitional issues about what constitutes AI, to the factors determining 
classifications of risk, to the governance arrangements and enforcement 
mechanisms. Though the Act purports to be risk-based, the legal scholar Lilian 
Edwards has argued in an expert analysis for the Ada Lovelace Institute that this 
is illusory and arbitrary. At present, the Act primarily covers AI systems which are 
designated as “high risk” but debates about the meaning and boundaries of that 
category are yet to be resolved. 

The AI Act will interact with the rest of what is known as the EU acquis 
communautaire – the accumulated body of legislation, legal acts and court rulings 
that constitute EU law. This includes, for example, the Digital Markets Act and the 
Digital Services Act, which were both agreed earlier this year. In September 2022, 
the European Commission announced its planned revision of the product liability 
regime, including a proposal for targeted harmonisation of national liability rules 
for AI with the aim of making it easier for victims of AI-related damage to   
get compensation. 

https://www.adalovelaceinstitute.org/wp-content/uploads/2022/04/Expert-explainer-The-EU-AI-Act-11-April-2022.pdf
https://www.adalovelaceinstitute.org/wp-content/uploads/2022/03/Expert-opinion-Lilian-Edwards-Regulating-AI-in-Europe.pdf
https://ec.europa.eu/commission/presscorner/detail/sl/ip_22_5807
https://ec.europa.eu/commission/presscorner/detail/sl/ip_22_5807
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The extent to which the EU AI Act could determine the future of the global governance 
of AI is contested. Whilst the so-called Brussels effect can be observed in some areas 
of law, some commentators, including Alex Engler of Brookings, have argued that 
this should not be overstated and that the law alone will not set a new comprehensive 
international standard for AI. However, analysis of Canada’s proposed AI legislation 
suggests policymakers elsewhere are drawing inspiration from Europe and wish to 
align their approaches. 

Although it employs different language, AI assurance is central to the AI Act. The 
two primary enforcement mechanisms it proposes are: conformity assessments 
(that providers of high-risk AI systems are expected to conduct) and post-market 
monitoring plans (that document the performance of high-risk AI systems 
throughout their lifecycles). Mökander et al. have described the Act as a “proposal to 
establish a Europe-wide ecosystem for conducting AI auditing, albeit in  
other words.” 
 

The Council of Europe
 
In April 2022, member states of the Council of Europe began negotiations on the 
world’s first international binding legal instrument in the field of AI. This followed 
several years of preparatory work by a specially convened Ad hoc Committee on 
Artificial Intelligence (CAHAI) tasked with establishing the potential elements 
of a legal framework for the development, design and application of AI, based on 
the Council of Europe’s standards on human rights, democracy and the rule of 
law. Though finalised in 2021, the document setting out the possible elements of a 
framework on AI was published in February 2022. The newly established Committee 
on Artificial Intelligence (CAI) will continue this work, and in its second plenary 
meeting in September 2022 began its reading of the initial draft. 
 
This draft framework is significant for three main reasons. 
 
Firstly, it sets minimum standards and would be what is known as an open treaty, 
meaning it would be open for ratification to states which are not members of the 
Council of Europe. This reflects similar processes for previous Council of Europe 
instruments, including the Convention 108 which, in 1981, was the world’s first 
international treaty on data protection and strongly influenced the development of 
EU data protection law. Similarly, the Convention on Cybercrime, also known as the 
Budapest Convention, has been ratified by non-Council of Europe states including 
the United States, Mauritius, Israel, Canada and Australia. 
 
Secondly, although there are many similarities between the EU AI Act and the 
Council of Europe framework for an AI Convention in terms of their objectives, 
scope, nature and content, some major differences can be identified. Whereas the 
Council of Europe proposal is more oriented towards public sector AI systems and 
applications, the primary object of the EU AI Act is to shape and regulate a market in 
AI-enabled products and services. 
 

https://www.brookings.edu/research/the-eu-ai-act-will-have-global-impact-but-a-limited-brussels-effect/
https://www.brookings.edu/research/the-eu-ai-act-will-have-global-impact-but-a-limited-brussels-effect/
https://link.springer.com/article/10.1007/s11023-021-09577-4
https://www.turing.ac.uk/research/publications/ai-human-rights-democracy-and-rule-law-primer-prepared-council-europe
https://rm.coe.int/possible-elements-of-a-legal-framework-on-artificial-intelligence/1680a5ae6b
https://rm.coe.int/possible-elements-of-a-legal-framework-on-artificial-intelligence/1680a5ae6b
https://www.coe.int/en/web/conventions/full-list?module=treaty-detail&treatynum=108
https://www.coe.int/en/web/conventions/full-list?module=treaty-detail&treatynum=185
https://rm.coe.int/possible-elements-of-a-legal-framework-on-artificial-intelligence/1680a5ae6b
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Thirdly, the Convention would not stand alone but would interact with the EU legal 
order, including the AI Act once it is adopted and comes into force. The EU will 
now enter the Council of Europe negotiations with the aim of ensuring that there is 
consistency and uniformity of the rules for AI, and that the future Council of Europe 
convention is “fully consistent with existing and future EU law.”

Developments in the Council of Europe are also worth watching from an AI 
assurance perspective. Along with the framework, the Ad hoc committee proposed 
the introduction of an additional non-binding mechanism – the Human Rights, 
Democracy and Rule of Law Impact Assessment (‘HUDERIA’). Its main elements 
relate to identification of risks for human rights, democracy and the rule of law, and 
assessments of impact, governance, and mitigation and ongoing evaluation. The 
aim of this assurance mechanism would be to “provide a coherent and integrated 
approach for assessing adverse impact on human rights, democracy and the 
rule of law generated by AI systems, addressing simultaneously the risks arising 
from the specific and inherent characteristics of AI systems and the impact 
of such systems on human rights, rule of law and democracy.” Whilst other 
assurance tools with a human rights focus have been developed elsewhere, no 
comprehensive and integrated approach to human rights-based AI assurance 
has yet been agreed upon. 
 

Sweden
 
When Sweden takes the helm as president of the Council of the European Union in 
the first half of 2023, the Swedish government will be responsible for driving forward 
progress on the EU AI Act negotiations. Completing the Council presidency trio of 
France ( January – June 2022) and Czech Republic ( July – December 2022), Sweden 
is likely to continue to pursue many of the same priorities, and to promote a similar 
balance between innovation and respect for fundamental rights and values. AI 
Sweden – a national centre for applied artificial intelligence, jointly funded by the 
Swedish government – recently published an updated position paper on the EU 
AI Act in which it expressed serious concerns, including that it risks undermining 
Europe’s digital ambitions and global competitiveness. This echoes concerns raised 
by the Confederation of Swedish Enterprise earlier in the legislative process. 
 
Sweden first adopted its own national AI strategy in 2018. As in many other 
strategies, Sweden’s sought to identify an overall direction for AI-related work and 
to lay the foundations for future priorities for innovation and growth, rather than 
to outline concrete regulatory or accountability arrangements. Sweden was also 
a signatory to a 2020 position paper which argued that promoting trustworthy AI 
is an important lever for competitive advantage. The other signatory states were: 
Denmark, Belgium, the Czech Republic, Finland, France, Estonia, Ireland, Latvia, 
Luxembourg, the Netherlands, Poland, Portugal and Spain.
 
Notwithstanding some AI related controversies, including the rollout of the 
automation of some social benefits through the so-called Trelleborg Model, Sweden 
has followed the path of other Nordic countries in promoting AI as a strategic 
priority. Examples of R&D collaboration include the Nordic AI Network, an alliance 
aimed at accelerated AI adoption in the Nordic countries.

https://data.consilium.europa.eu/doc/document/ST-11818-2022-INIT/en/pdf
https://rm.coe.int/huderaf-coe-final-1-2752-6741-5300-v-1/1680a3f688
https://rm.coe.int/huderaf-coe-final-1-2752-6741-5300-v-1/1680a3f688
https://czech-presidency.consilium.europa.eu/media/445i2r2n/trio-programme.pdf
https://www.ai.se/en
https://www.ai.se/en
https://www.ai.se/sites/default/files/content/ai_sweden_position_paper_-_ai_act.pdf
https://www.svensktnaringsliv.se/english/ai-act-begins-to-take-shape_1180669.html
https://www.regeringen.se/4aa638/contentassets/a6488ccebc6f418e9ada18bae40bb71f/national-approach-to-artificial-intelligence.pdf
https://www.permanentrepresentations.nl/documents/publications/2020/10/8/non-paper---innovative-and-trustworthy-ai
https://algorithmwatch.org/en/automating-society-2019/sweden/
https://algorithmwatch.org/en/automating-society-2019/sweden/
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The United Kingdom
 
It has been a busy year for AI policymaking in the UK with the launch of 
several initiatives. 
 
• At the end of 2021, the Centre for Data Ethics and Innovation published 

its roadmap for an effective AI assurance ecosystem which aims to enable 
all actors involved in the development and deployment of AI to assess the 
trustworthiness of systems and to communicate this information to other 
parties. 

• At the start of 2022, the UK government launched a new pilot AI standards 
hub which aims to promote UK engagement in global AI standards.

• More recently, the Department for Digital, Culture, Media and Sport 
(DCMS) published its Policy Paper outlining its proposed regulatory 
approach. 

 
Taken together, these policy initiatives and publications indicate the desire of the 
UK government to diverge from the direction set by the EU. Rather than opting for a 
so-called horizontal (or cross-sectoral) regulation like the EU AI Act, the proposed 
UK model takes a more sector-specific approach which would task individual 
regulators with determining the exact scope and content of regulation based on a 
set of overarching principles, such as fairness. The UK government has identified the 
promotion of innovation as its primary policy objective and is engaged in a parallel 
process of revising the UK’s data protection regime which will likely make it less 
aligned with the EU’s General Data Protection Regulation (GDPR). A White Paper 
setting out the government’s agreed approach to AI regulation is expected by the 
end of the year.

https://www.gov.uk/government/publications/the-roadmap-to-an-effective-ai-assurance-ecosystem
https://www.gov.uk/government/news/new-uk-initiative-to-shape-global-standards-for-artificial-intelligence
https://www.gov.uk/government/news/new-uk-initiative-to-shape-global-standards-for-artificial-intelligence
https://www.gov.uk/government/publications/establishing-a-pro-innovation-approach-to-regulating-ai/establishing-a-pro-innovation-approach-to-regulating-ai-policy-statement#the-scope
https://www.gov.uk/government/news/new-data-laws-to-boost-british-business-protect-consumers-and-seize-the-benefits-of-brexit
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3.4 Latin America and 
the Caribbean 
 

 Brazil
 
Following a multistakeholder public consultation, Brazil launched its AI strategy 
in 2021. One of its main pillars deals with legal and ethical issues, and includes a 
commitment to building ethical requirements into public procurement. It also 
sets out Brazil’s goal of promoting innovative approaches to regulatory oversight, 
including regulatory sandboxes. Whilst these elements accord with many other 
countries’ AI strategies and policies, a recent report by Brazil’s Federal Court of 
Accounts (TCU), published in May 2022, found several shortcomings, primarily 
related to monitoring and evaluation. The TCU found that Brazil’s AI strategy lacks 
clear indicators and targets, timeframes for achieving them, and a clear theory of 
change. This serves to illustrate that, although strategies are an important step 
in effective digital transformation, they need to be backed up by appropriate 
governance mechanisms, including robust monitoring and evaluation.  
 
As well as the AI Strategy, a new AI Bill is currently going through the Brazilian 
legislature. One of its main purposes is to promote transparency regarding the use 
of AI in the public sector. This will also complement adjacent legislation including 
the Brazilian Data Protection Law and the Brazilian Consumer Protection Code. 
 
Brazil continues to attract talent and investment around AI. IBM, for example, 
recently opened a new Center for Artificial Intelligence at the University of São 
Paulo which will be dedicated to developing cutting-edge studies and research on 
AI. As highlighted in the OECD study, Going Digital in Brazil, however, there are 

https://oecd.ai/en/wonk/documents/brazil-brazilian-ai-strategy-2021
https://oecd.ai/en/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-policyInitiatives-27207
https://oecd.ai/en/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-policyInitiatives-27207
https://oecd.ai/en/dashboards/policy-initiatives/http:%2F%2Faipo.oecd.org%2F2021-data-policyInitiatives-27207
https://www.oecd-ilibrary.org/economics/oecd-reviews-of-digital-transformation-going-digital-in-brazil_e9bf7f8a-en


23

many measures that could be taken to accelerate Brazil’s digital transformation and 
promote inclusive growth. These include: enhancing connectivity through better 
cooperation on broadband deployment; upgrading digital skills; and developing 
clear roadmaps for advancement in key digital technologies, including AI, in 
cooperation with all stakeholders. 
 
Examining Brazil’s international trade and investment agenda, a recent Digital 
Trade Review of Brazil, published by the OECD in September 2022, argued ICT goods 
and services are subject to high import tariffs and regulatory hurdles. As a result, 
according to this analysis, Brazil lags in the use of ICT inputs in the production of 
its exports. This poses a significant constraint on the adoption of AI across sectors, 
including agriculture and manufacturing. 

Mexico 

Mexico’s AI strategy was first announced in 2018, following the completion of a 
report Towards an AI Strategy in Mexico: Harnessing the AI Revolution which laid 
the groundwork for its strategy. The report made the case for Mexico to invest in 
AI and to pursue an AI strategy covering government and public services; data and 
digital infrastructure; research and development; capacity, skills and education; 
and ethics. Following this, the government published its AI strategy, which included 
many of the recommendations. In line with the preliminary report, the government 
also convened a multistakeholder national coalition, IA2030.mx, made up of 
representatives from civil society, academia and industry. The coalition formed 
working groups and published its AI Agenda for Mexico, which was produced 
following a dialogue with more than 400 people. This approach could serve as 
a model for strengthening multistakeholder and civil society engagement in AI 
policymaking. 
 
More recently, in June 2022, the Mexican National Institute for Transparency, Access 
to Information and Personal Data Protection released its Recommendations for 
the Processing of Personal Data. Its stated purpose is to share knowledge about the 
relationship between data protection and AI. 
 

https://www.oecd-ilibrary.org/trade/digital-trade-review-of-brazil_0b046dfe-en
https://www.oecd-ilibrary.org/trade/digital-trade-review-of-brazil_0b046dfe-en
http://go.wizeline.com/rs/571-SRN-279/images/Towards-an-AI-strategy-in-Mexico.pdf
https://www.ia2030.mx/_files/ugd/7be025_85f5cec6ea584d8a842d11ad401c0685.pdf
https://home.inai.org.mx/wp-content/documentos/DocumentosSectorPublico/RecomendacionesPDP-IA.pdf
https://home.inai.org.mx/wp-content/documentos/DocumentosSectorPublico/RecomendacionesPDP-IA.pdf
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3.5 The Middle East and 
North Africa 
 

The United Arab Emirates (UAE)
 
It is clear that the government of the UAE is striving to embrace many of the 
opportunities AI makes available. Through its many policy actions – including 
fostering partnerships, investing in computing, and offering incentives to build 
the sector – it is signalling its capacity for innovation and attractiveness as a trade 
partner. According to PwC, in relative terms, out of all the countries in the Middle 
East, the UAE is likely to see the largest impact of AI on GDP in relative terms – 14% 
by 2030. An early adopter, the UAE released its AI strategy in October 2017. This was 
accompanied by the creation of an AI Council, and the world’s first ministerial post 
specifically to oversee AI policy. 
 
These measures to boost UAE’s innovation and competitiveness in relation to AI have 
not yet been accompanied by many AI-specific ethical or binding legal initiatives. 
Some sector-specific regulation, such as the Federal Data Protection Law, launched 
in January 2022, encompass aspects of AI decision making and, at the local level, 
Dubai has implemented its AI Ethics Principles and Guidelines. Dubai has also 
announced plans to regulate the commercial use of autonomous vehicles with the 
goal of allowing driverless taxis to operate widely. 

https://www.reuters.com/article/uk-israel-gulf-emirates-education/uae-israeli-educational-institutions-sign-artificial-intelligence-mou-wam-idUSKBN26408T
https://www.reuters.com/article/uk-israel-gulf-emirates-education/uae-israeli-educational-institutions-sign-artificial-intelligence-mou-wam-idUSKBN26408T
https://www.reuters.com/article/uk-israel-gulf-emirates-education/uae-israeli-educational-institutions-sign-artificial-intelligence-mou-wam-idUSKBN26408T
https://www.mei.edu/publications/uae-eyes-ai-supremacy-key-strategy-21st-century
https://www.mei.edu/publications/uae-eyes-ai-supremacy-key-strategy-21st-century
https://www.pwc.com/m1/en/publications/potential-impact-artificial-intelligence-middle-east.html
https://www.pwc.com/m1/en/publications/potential-impact-artificial-intelligence-middle-east.html
https://u.ae/en/about-the-uae/digital-uae/data/data-protection-laws
https://www.digitaldubai.ae/pdfviewer/web/viewer.html?file=https://www.digitaldubai.ae/docs/default-source/ai-principles-resources/ai-ethics.pdf?sfvrsn=d4184f8d_6
https://perma.cc/2S8E-XAXN
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3.6 North America

Canada 
As the first country in the world to adopt a national AI strategy back in 2017, Canada 
stands out as an early mover in AI policy. Since then, it has enacted policies including 
issuing its Directive on Automated Decision-Making and its accompanying 
Algorithmic Impact Assessment (AIA) tool which cover federal decision-making. 
As a relatively rare example of a public sector assurance mechanism, evaluation 
of the AIA offers potentially important lessons for public sector applications of AI 
elsewhere. 

More recently, Canada has introduced comprehensive legislation to regulate AI, Bill 
C-27 which includes provision for an Artificial Intelligence and Data Act (AIDA). 
Analysis of the draft Act reveals there to be far more affinity with the European 
Union’s regulatory approach than with the regimes being developed in the UK and 
United States. Like the proposed EU AI Act, it sets requirements for the design, 
development and use of AI systems whilst prohibiting some high-risk applications. 
Similarly, it also embeds AI assurance processes within regulation, by requiring 
regulated entities to conduct audits, and share audit results. 

https://cifar.ca/ai/
https://www.tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4087546
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4087546
https://www.parl.ca/DocumentViewer/en/44-1/bill/C-27/first-reading
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The United States 
  
Compared to other jurisdictions, including Canada, the US approach to AI 
governance is more dispersed and has been relatively light-touch until recently. 
Under the Biden administration, however, there have been a number of key 
developments that indicate growing appetite for stronger regulation of AI:
 
• The Federal Trade Commission (FTC) began an AI rule-making process.

• The Equal Employment Opportunity Commission (EEOC) launched an 
initiative on AI and Algorithmic Fairness. 

• The National Institute for Standards and Technology began a process of 
developing a Risk Management Framework. 

 
In addition to these shifts in federal policymaking, initiatives at the state level 
are shaping the development and adoption of AI. California’s privacy and data 
protection regime, governed by the California Consumer Privacy Act (CCPA), will 
be further strengthened when the California Privacy Rights Act enters into force in 
2023. This brings the state closer in alignment with the EU’s GDPR model and has 
the potential to influence other US states as well as federal policymaking. Despite 
these developments, and the ongoing work of the EU-US Trade and Technology 
Council, transatlantic regulatory interoperability remains relatively far off.

At the local level, a new law will come into effect in 2023 in New York City which creates 
obligations for companies using automated hiring software in their recruitment 
process, including that they conduct audits for bias. This reflects a broader trend of 
AI assurance mechanisms being used to give effect to regulation. 
 
 

https://www.ftc.gov/business-guidance/blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai
https://www.eeoc.gov/newsroom/eeoc-launches-initiative-artificial-intelligence-and-algorithmic-fairness
https://www.federalregister.gov/documents/2021/07/29/2021-16176/artificial-intelligence-risk-management-framework
https://legistar.council.nyc.gov/LegislationDetail.aspx?ID=4344524&GUID=B051915D-A9AC-451E-81F8-6596032FA3F9
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4. Conclusion

A holistic assessment of the state of AI governance and assurance around the globe 
suggests an ongoing shift from soft law declarations and principles on 
AI towards a hardening of these principles into rules and more concrete 
and binding commitments is underway. These principles, including the OECD 
Principles, helped lay many of the normative foundations for the current wave of 
legislative and standardisation initiatives. 
 
Yet, as we are witnessing, particularly through the highly complex legislative process 
currently underway in the EU, many of the key debates about how best to 
regulate AI remain unresolved. Fundamental issues, including definitions of 
AI, and how to assess, manage and classify risk, continue to divide policy actors. 
Crucially, agreement about values and ethical principles has not 
translated into agreement about how we should aim to shape the political 
economies in which AI technologies are produced, commercialised and 
deployed. 
 
Though the EU received much of the focus of attention in 2022, different 
regulatory models are beginning to emerge which do not align closely 
with the EU AI Act. With the exception of Canada, there is little evidence yet of a 
so-called Brussels effect. Although many would agree that innovation and regulation 
are certainly not in direct opposition, this tension continues to animate political 
discussions. Some governments, such as the UK, are currently aiming for a lighter 
touch and more deregulatory approach. Regulatory divergence will become 
more significant as AI continues to emerge as an issue in trade policy, 
including in trade agreements. Whilst harmonised standards are unlikely, the US-
EU Trade and Technology Council may emerge as an important venue for reaching 
some common ground. 
 
When we look at the main actors involved in AI policymaking and governance, there 
is a relative absence of public and multi-stakeholder participation in processes. 
There is an opportunity for far more engagement, including by SMEs, 
to shape the legal and policy architecture at all levels. AI assurance is one 
aspect of policy where insights could be most valuable as businesses, end users and 
other stakeholders can contribute collective knowledge about how to operationalise 
applicable rules and standards.
 
Globally, there is a widening AI economic and social divide, with most 
research and development, investment and adoption of AI concentrated 
in Europe, North America and China. Decision making power is also relatively 
concentrated with many countries, particularly those in Africa, excluded from key 
policy processes and forums such as the GPAI. 
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From an AI assurance perspective, countries are at very different levels of ecosystem 
maturity. Even where governments have begun to identify the need for actors in the 
AI supply chain to manage risks using assurance services, there is still a long way 
to go. For businesses to adequately fulfil public expectations, regulatory 
requirements and emerging industry standards, a professionalised AI 
assurance industry with cross-border expertise will need to develop 
along with coherent standards to be applied in assurance. There is much 
scope for industry, policymakers, academia, civil society and other stakeholders 
to step up their collaboration efforts. Building this knowledge and capacity for AI 
assurance will be a vital intermediate step in shifting AI governance from principles 
to practice. 
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